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In early motor interventions from clinical rehabilitation to physical activity encouragement, one major challenge is maintaining child
engagement and motivation. Robots show unique promise for addressing this challenge, but providing robots with new types of
autonomous functionality is vital for promoting robot integration and usefulness in the clinic and home spaces. To provide needed
autonomy capabilities for GoBot, our assistive robot for child-robot motion interventions, we propose a behavior tree framework.
Within our framework, we build two trees: one manually designed based on expert knowledge of the child-robot interaction domain,
and a second automatically synthesized and requiring minimal human input and time to construct. We tested each behavior tree with
N = 11 children who interacted with GoBot during two behavior tree phases and a stationary-robot control phase. Our results show
that both behavior tree phases tended to yield more child motion and significantly higher parent perception of child engagement,
compared to the control phase. We showed that GoBot, equipped with our framework, has the potential to encourage movement and
interaction in children, and that a synthesized tree can be competitive with a manually-designed tree. The products of this work can

benefit researchers of behavior trees and child-robot interaction.
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Fig. 1. Left: GoBot, our custom assistive robot with bubble, light, and sound stimulus hardware. Center & Right: GoBot autonomously
interacting with participants during a session.

1 INTRODUCTION

In human development, an early and maintained focus on the encouragement of movement and play is critical, not only
for building motor skills, but also in the shaping of interconnected social and cognitive skills [15, 29]. Interventions
designed to facilitate motor development are particularly important for children with motor impairments and are often
carried out through physical therapy methods such as treadmill training [49]. Despite the efficacy that can be achieved
by these interventions, maintaining child engagement during sessions is a challenge for clinicians that limits their ability
to focus on other vital aspects of an intervention. The same challenge exists in general physical activity-promoting
scenarios with children; caregivers need reliable and engaging resources for motivating child motion. Accordingly, a
promising new paradigm is the use of robots to assist with engagement during motion interventions, taking advantage
of a robot’s ability to consistently interact with children per each child’s unique needs [46, 47]. Despite the potentially
engaging and movement-eliciting behaviors that a robot can perform, modern assistive robots still require a high
degree of input effort from the clinician. Unless the robot can successfully operate autonomously, the clinician is fully
responsible for teleoperation, which requires training and limits their ability to focus on the child. In this work, we
accordingly propose an integrated novel autonomous framework for our assistive robot, GoBot (see Fig. 1).

In robotics, a common way of representing autonomy is with a control architecture, examples of which range
from the widespread finite state machine to the increasingly popular behavior tree. Behavior trees are accelerating in
prevalence largely due to their notable advantages in recursivity, modularity, and readability [1, 8, 22, 23, 33, 42]. A
behavior tree is a directed rooted tree that has internal control flow nodes that guide node activity, and leaf execution
nodes that evaluate conditions or trigger actions. As condition node statuses change to reflect the current world state,
the logic structure within a behavior tree functions by executing the appropriate action nodes. The advantages of
behavior trees make them more feasible to manually design than other common control architectures. However, for
those with minimal behavior tree experience, the manual design process can be time-intensive and difficult to validate.
Therefore, to enable autonomous operation in GoBot, we manually design a behavior tree and also generate a behavior
tree using a method of automatic behavior tree synthesis that we detail in Section 3.2. This synthesis method requires
minimal human input and alleviates the need for an expert in a given domain and in behavior trees.

Our main research goal is the design and evaluation of an effective behavior tree framework for an assistive robot that
operates autonomously, promoting physical activity for children with typical development or motor disabilities. We first
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provide an overview of related work in assistive robotics, behavior tree functionality, and automatic behavior tree
generation methods in Section 2. In Section 3, we describe GoBot’s capabilities (Section 3.1), then we present each of the
behavior trees we designed and the behavior tree synthesis method we used to generate one of them (Section 3.2). We
implemented these behavior trees on GoBot, and in Section 4, we detail the in-person within-subjects data collection
evaluation we conducted with N = 11 children. This data collection aimed to initially answer if GoBot would tend to
encourage similar amounts of child movement during each behavior tree phase, and if GoBot would tend to encourage
more child movement during any behavior tree phase compared to a control phase without an active robot. Section 5
reports that each behavior tree performed similarly, and that there was a tendency for the children to move more and
be more engaged while the robot was active. Finally, Section 6 discusses the implications of our results, strengths and
limitations of this work, and future directions. The main contribution of this work is the integration of an automatic
behavior tree synthesis method into an existing assistive robotic system, which provides autonomy to the assistive
robot in the form of a behavior tree with the goal of encouraging child physical activity. This use of behavior-tree-based

autonomy is novel for the child mobility domain.

2 RELATED WORK

Related work in assistive robotics and behavior trees guided our design choices and provided important context for

decisions during our integration and testing efforts.

2.1 Assistive Robots

Robots have been used for a broad variety of assistive applications, ranging from interventions with older adults to
support for young children. Some of the applications for assisting adults include post-stroke rehabilitation [35], physical
activity coaching [18], and cognitive activity encouragement and memory assistance for people with dementia [13, 25].
For children, applications range from social skill practice for children with autism [5, 30] to eliciting communication,
emotion, and motor skills in children with complex cerebral palsy [7]. We note that interactions between robots and
children during studies tend to be short, often lasting 15 minutes or less [12, 31].

The majority of the efforts listed above relate to the potential benefits of using robots to encourage physical activity in
adults and children. In our own work, we focus specifically on assisting children through robot-mediated interventions
that encourage motor skill use and development. In past work in this space, a child with Down syndrome wore a
body-weight support harness and both a NAO and a Dash robot with partial autonomy encouraged movement via light,
sound, and movement-based actions [24]. In [2, 14], a NAO robot was used to teach and reinforce leg movement in
infants via demonstrations and rewards from a robot. A Zeno robot used imitation to encourage children with autism
spectrum disorder (ASD) to practice social motor behaviors such as waving hello and goodbye [3]. We conducted initial
deployments with GoBot in prior work and found that children stood up more and were more engaged while the robot
was active [47].

All of the above work shows promise for robots to encourage movement and engage with children, but most of
the work has involved small sample sizes and limited-to-no autonomy. Autonomy for social robots has been studied
in domains different to ours, so we reviewed child-robot studies with autonomous robots to serve as inspiration for
our methods [6]. In [10], designing fully autonomous robots for child-robot interaction in unstructured and noisy
environments proved technically infeasible. Accordingly, this work relied on partial autonomy, using behavior trees
on a Pepper robot that engaged in educational games with children in a classroom setting. In another application

outside of motion encouragement, a fully autonomous Haru robot guided by a behavior tree was used in a child-robot
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teaming task [4]. In our work, we use behavior trees to provide GoBot with autonomous capabilities for child motion

encouragement, and we assess GoBot’s ability to encourage child movement and engagement through in-person testing.

2.2 Behavior Trees

A control architecture is a structure that can represent autonomy by describing the logic that defines the relationship
between behavioral responses and certain world states. There are a variety of common control architectures used
in robotics applications, such as finite state machines [27], decision trees [26], and behavior trees [22]. Unlike other
common architectures, behavior trees are built with respect to tasks rather than states. This difference, among other
aspects of behavior tree functionality, translates to behavior trees having advantages over other architectures (e.g.,
readability, recursivity, modularity, and scalability) [1, 8, 22, 23, 33, 42]. These advantages have led to a notable increase
in behavior tree popularity for robotics applications, and are also the reason we chose to employ behavior trees for our
child mobility application in this work.

A behavior tree, as shown in Section 3.2, is a directed rooted tree with a variety of nodes that can either be categorized
as control flow or execution nodes. Control flow nodes guide the depth-first flow of execution throughout the tree via a
process called ticking. Classical control flow nodes include sequence nodes (“and" logic, denoted by —), fallback nodes
(“or” logic, denoted by ?), parallel nodes (concurrent activity, denoted by ||), and customizable decorator nodes such as
the not-decorator (denoted by !), which returns the logical complement of a single node beneath it. Execution nodes are
either condition nodes that describe components of the world state, or action nodes that execute robot behaviors. Any
active node can return a status of success or failure, and all but condition nodes can return a status of running.

It is often more feasible to manually design a behavior tree than another control architecture for a given application.
In Section 3.2, we show the behavior tree we designed manually for the child mobility domain, based on a small set of
domain-specific data and our team’s expert knowledge of child-robot interaction and behavior trees. However, despite
the feasibility of this design, verification that such a manually-designed behavior tree will achieve the maximum possible
reward is typically infeasible. Manual verification would require comparison to a large number of other behavior trees
to be exhaustive, and this is not realistic, especially in the case that this validation is coupled with deployments with
humans.

In an attempt to provide access to high-performing behavior trees with a minimized requirement of user input,
methods of automatic behavior tree synthesis have been developed [1, 9, 11, 16, 28, 32, 34, 38, 39, 43]. These methods vary
in user input requirements, including approaches like [38] that require and take advantage of a well-defined simulator,
methods like [39] that only require specification of the given domain and problem but do not require a simulator, and
methods like [16] that learn behavior trees from demonstration. Due to domain complexity and insufficient data, we do
not have access to a simulator that represents our child mobility domain accurately enough for a method such as [38]
or other comparable methods to learn a behavior tree that would perform well in the real world. The behavior tree
synthesis method we use and detail in Section 3.2 solves the problems with manual design, is well suited for the child
mobility domain, is generalizable, and does not require a simulator [39]. However, to date, there is a lack of in-person

testing to demonstrate the efficacy of this method; we aim to address this gap in our current work.

3 SYSTEM DESIGN

In this section, we describe the design of the assistive robot and the associated sensing methods, as well as the design of
our behavior tree framework for autonomous robot control.
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Fig. 2. An overhead view from OverTrack while in use during a session. The thick black rectangle surrounding the play space identifies
the boundary for tracking bounding boxes, the red-orange bounding box (right) marks the robot, and the green bounding box (left)
marks the participant. The software communicates the centroid of each bounding box and the distance between them using ROS.

3.1 Assistive Robot Design

We previously designed GoBot together with experts in kinesiology and pediatric physical therapy with the goal of
encouraging child movement through play. We determined that three robotic system requirements were needed to

achieve this goal:

(1) Base mobility capable of 2D motion, either holonomic or non-holonomic
(2) Developmentally appropriate and modular reward hardware

(3) Real-time sensing that provides information about the location and movement of children in the play space

GoBot, as shown in Fig. 1, was built on a TurtleBot2 base (requirement 1) and is controlled by a Raspberry Pi 4 running
the open-source Robot Operating System [36] (ROS) Noetic on Ubuntu 20.04. To ensure developmentally appropriate

and modular hardware (requirement 2), we designed a custom reward stack which is fixed atop the base and includes:

o Bubbles: a module that blows large bubbles.
o Lights: an LED array with several light patterns in a variety of colors.

o Sounds: speakers that can play a library of engaging sounds.

All of the rewards can be controlled by an operator or activated autonomously. The reward stack is modular, meaning
that reward modules can be replaced with new and appropriate rewards for different populations.

The GoBot sensing system includes an RPLIDAR-A1 LIDAR sensor for obstacle avoidance and OverTrack, an overhead
camera-based region-of-interest (ROI) tracking system [20] which provided real-time data to the robot about the position
and movement of the child, thus satisfying requirement 3. The LIDAR sensor calculates the distance between nearby
objects and the robot at 10 Hz and prevents the robot from driving toward any object less than 0.5 ft (0.15 m) away.
OverTrack, shown in Fig. 2, was validated for use as a real-time and post-hoc ROI analysis tool [20]. The system runs
using an OpenCV ROI tracker which receives video from an overhead camera and outputs positional data for bounding
boxes. At the beginning of a session, a researcher manually drew bounding boxes around the child and robot, and as
the session progressed, the researcher corrected any tracking errors by re-drawing bounding boxes. The ROI tracker
calculated the centroids of the bounding boxes and the Euclidean distance between them, and then sent the data to the
robot using ROS in real time at 10 Hz. Distances were scaled using the 2 ft X 2 ft (0.61 m x 0.61 m) colored play mats in
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Fig. 3. The manually-designed behavior tree (M-BT), a 37-node behavior tree that we manually designed for our child-robot interaction
domain. Behavior tree execution is from left to right, and can be visualized by the coloring of the nodes. Red denotes a node that has
failed, green denotes a node that has succeeded, and blue denotes a node that is currently executing. Unshaded nodes are currently
inactive, as they are currently not being evaluated or performed by the behavior tree. The behavior tree is shown to be running the
follow and sounds (F+S) action, because it has determined that the child is at a social interaction distance (SI succeeded) and is
moving away from the robot (MA succeeded). A full listing of the acronyms in this tree appears in the bulleted lists in Section 3.2.

the play space (shown in Fig. 2) as a reference. The robot calculated the angle between the vector from the center of the
robot to the front of the robot and the vector from the center of the robot to the child. Next, the robot compared the
current positional data against the previous child position to determine if the child was moving. The positional data
generated from the overhead tracking system combined with the movement data calculated by the robot was used

within the logic of the behavior tree to determine robot actions, as further described below.

3.2 Behavior Trees

We provided our robot with autonomy in the form of a behavior tree. In other words, a behavior tree was responsible for
determining when the robot executed actions from a set we defined, using a set of conditions we also defined to describe
world states. In Fig. 3, we show a behavior tree that we designed manually based on our combined expert knowledge
of child-robot interaction and behavior trees. In Fig. 4, we show a second behavior tree, which we synthesized using
the generalizable method detailed later in this section. We first define the robot’s acting capabilities as a list of actions
and the robot’s sensing capabilities as a list of conditions. Next, we provide an overview of the functionality contained
within our manually-designed behavior tree, followed by an overview of the behavior tree synthesis method we used
and the functionality of the subsequently synthesized behavior tree.

Actions: We defined GoBot’s behaviors in three categories: actions relating to movement that are defined with respect
to the child’s position, actions relating to the reward module, and actions that are a combination of multiple others. The

actions within each category are the following:

o Movement actions: follow (F) and keep-away (KA)
e Reward actions: bubbles (B), lights (L), and sounds (S)
e Combined actions: keep-away and bubbles (KA+B), follow and sounds (F+S), and all three reward actions

concurrently (B+L+S)

Conditions: In order to specify the states during which an action should occur within the structure of a behavior tree,
we also defined GoBot’s sensing capabilities as conditions in two categories: child activity conditions that consider the
child’s movement relative to GoBot, and child-robot interaction distance, which was inspired by the modified Howe’s
Peer Play Scale [21]. The conditions within each category are the following:
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Fig. 4. The synthesized behavior tree (S-BT), a 16-node behavior tree synthesized using the method in Section 3.2 for the child-robot
interaction domain. The behavior tree is shown to be running the follow and sounds (F+S) action, because the child is not at a solitary
play distance (SP failed), and is moving away from the robot (MA succeeded). A full listing of the acronyms in this tree appears in the
bulleted lists in Section 3.2.

o Child activity conditions: moving away (MA), moving toward (MT), and stationary (S)
o Child-robot interaction distance conditions: direct social interaction (DSI, <3 ft [0.91 m]), social interaction (SI, 3 ft
-6 ft [0.91 m - 1.83 m]), and solitary play (SP, >6 ft [1.83 m])

Manual behavior tree design: Given these actions and conditions, we used our knowledge of the child mobility domain,
based on data from previous studies [19, 46], and manually designed a behavior tree that we refer to as the M-BT
(shown in Fig. 3). These studies analyzed the success of individual rewards in motivating children to move towards
a robot during play sessions, finding that blowing bubbles was a particularly effective action for encouraging child
movement. In turn, we emphasized the bubbles action in the M-BT design. Note that to clearly denote node hierarchy,
we use the terms parent and child nodes, which pertain only to behavior tree structure, not the human parents and
human children in our interaction scenario. We systematically designed the M-BT by dividing the logic into three main
subtrees, one for each interaction distance condition (DSI, SI, SP). Each subtree has a sequence (—) node as its root, with
a distance condition as the first child node beneath it, and a fallback (?) as the second child node. This fallback node is
the root of the remaining section of the subtree, and has three sequence child nodes, one for each child activity condition
(MA, MT, S). Beneath each of these sequence nodes is a child activity condition node, followed by an action node for
the action that we believed would be most effective in the world state required for behavior tree activity to reach that
node. Consider the state of the M-BT shown in Fig. 3, which shows that the combined action follow and sounds (F+S) is
running. In order for this to occur, the social interaction (SI) condition node returned success, the stationary (S) condition
returned failure, and the moving away (MA) condition returned success. In other words, the robot only executed the
follow and sounds (F+S) action when the child in the play space was at a social interaction (SI) distance from the robot
and was moving away (MA). Note that in this domain, only one condition in each category defined previously can be
true at a time, so there is no potential for conflicting behavior tree action execution commands.

Behavior tree synthesis: To formally validate a manually-designed behavior tree, the creation and comparison of many
behavior trees is required. Although the manual design of single behavior tree may not be significantly time-consuming
in some cases (depending on domain complexity and designer BT expertise), it is important that there is a feasible form
of validation in terms of performance potential. Automatic behavior tree synthesis can more feasibly include this kind
of validation, and although it cannot guarantee BT performance in the real world due to the sim-to-real gap, neither can
a manually-designed behavior tree. Therefore, we also synthesized a behavior tree that we refer to as the S-BT (shown

in Fig. 4) using [39], a behavior tree synthesis method that has a form of performance validation built in. The main
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Fig. 5. An overview of the chosen behavior tree synthesis method that is described in more detail in steps (1)-(5) below. Note that this
compact behavior tree only shows the general behavior tree structure that can be synthesized using this method (i.e., a fallback root,
a layer of sequences or single actions, followed by conditions alone or beneath not-decorators and actions beneath the sequences).

prerequisite for this method is that the domain considered and problem to be solved collectively describe a Markov

decision process (MDP) that any user with domain knowledge has sufficient information to define using an accessible

specification language. It is important to note that this definition of an MDP is not in an immediately solvable form.
Given that this prerequisite is satisfied, the behavior tree synthesis can be carried out through the following five

steps that are also illustrated in Fig. 5:

(1) Using available data, the user specifies a domain and problem in the well-documented Probabilistic Planning
Domain Definition Language (PPDDL) [50] that collectively define an MDP (see Fig. 6). Though more easily
specified in PPDDL, an MDP in this form cannot yet be conveniently solved.

(2) The PPDDL specification is converted to the equivalent MDP transition probability and reward matrices that are
compatible with an MDP solver. Given A actions and S states in the MDP, the matrices are each A X § X S.

(3) The matrices are passed to an MDP solver (e.g., value iteration) which returns the optimal policy.

(4) The policy is then simplified to increase compactness of the behavior tree that will subsequently be synthesized
from it. Simplification occurs through the representation of the policy as a Boolean sum of products expression.
Then, the essential prime implicants of the expression are found and returned as the simplified policy.

(5) The simplified policy is converted to the equivalent, but more compact, behavior tree. This stage includes
additional logic that minimizes the number of nodes required to represent disjunctive expressions in the simplified
policy.

In order to specify a given domain in PPDDL, the user must have sufficient data to define the relevant conditions (i.e.,
predicates) and actions. At a high level, each action is defined by a set of preconditions that describe the state in which
the action can occur and probabilistic effects that describe how the state changes due to action execution. Specifying
a problem in PPDDL is necessary mainly for syntactical completeness in the context of this behavior tree synthesis
method. A related benefit of this method is the ease with which the user can update the PPDDL specification given new
knowledge of the domain and subsequently receive an updated behavior tree. Note that Boolean simplification that is
similar to (4) in some ways has been done in [16, 48], but these methods focused on a converting a decision tree (as
opposed to a policy) to a behavior tree.

We were able to effectively use this method by specifying our child mobility domain in PPDDL using data that was
collected in prior related work [19, 46]. This past related work, as described earlier, analyzed the success of individual
rewards (e.g., bubbles) in motivating children to move towards a robot during play sessions. Given this PPDDL input, the
automatic synthesis method provided a synthesized behavior tree (S-BT) that represented the optimal policy, which is a
validation guarantee that cannot be easily achieved through manual behavior tree design. The subsequently synthesized

behavior tree shown in Fig. 4 notably has only 16 nodes compared to the 37 nodes the M-BT contains. Additionally,
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Fig. 6. The components of a PPDDL domain and problem specification that must be defined by a user and represent an MDP to
synthesize a behavior tree using [39]. For simplicity, we do not provide domain-specific details, but more detailed PPDDL examples
can be found in [50] and in PPDDL documentation online.

unlike the explicit logic structure of the M-BT, the S-BT contains logic more implicitly. We believe this is a byproduct
of the simplification phase of the behavior tree synthesis method that reduces the number of nodes in the tree. By
definition, the S-BT must represent the optimal policy in the given MDP. In other words, every state must be associated
with the action that is most likely to maximize the reward (i.e., encourage the most movement of the child in the play
space). We examined the logic structure of the S-BT and determined that it often differed in state-action pairings, but
that there were some state-action pairing matches between the M-BT and the S-BT. One such match is that follow and
sounds (F+S) will execute when the moving away (MA) and social interaction (SI) conditions are true, which is the state
of the S-BT in Fig. 4. An example of a discrepancy between the two trees is that bubbles, lights and sounds (B+L+S) will
be executed concurrently by the M-BT when the social ineraction (SI) and moving toward (MT) conditions are true, but

the S-BT under those conditions will execute keep-away and bubbles (KA+B) concurrently.

4 DATA COLLECTION METHODS
Our data collection aimed to answer the following research questions:

(1) Does a synthesized behavior tree (S-BT) tend to perform as well as a manually-designed behavior tree (M-BT) in
encouraging children to move and engage with the robot?
(2) Does a fully autonomous behavior-tree-guided robot (with either type of behavior tree) tend to yield more child

movement and engagement when compared with an inactive robot?

Positive results would indicate that a synthesized behavior tree can be as effective as a manually-designed behavior
tree while minimizing domain expertise and time required to validate the behavior tree performance. Additionally, a
fully autonomous robot guided by behavior trees would be able to encourage children to move and stay engaged while
also reducing the input needed by a clinician. We evaluated these research questions with a real-world within-subjects

data collection. Participant experiences spanned the following three phases that occurred for five minutes each:

o Control phase: GoBot was present but not active. This control phase enabled comparison of typical child behavior
in a play space with appropriate toys to child behavior in the same play space with an active robot.

o M-BT phase (experimental phase 1): GoBot was autonomously guided by the manually-designed behavior tree
(M-BT).

o S-BT phase (experimental phase 2): GoBot was autonomously guided by the synthesized behavior tree (S-BT).

The data collection protocol described below was approved by our university ethics board under #IRB-2020-0723.
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4.1 Participants

11 participants (4 male, 7 female) completed the data collection. Participant ages ranged from 1.6 to 8.6 years old (M =
3.8 and SD = 2.0). All participants were typically developing.

4.2 Procedure

Before the start of each session, parents reviewed and signed an informed consent form and completed a demographics
survey. ActiGraph sensors were then placed on the right ankle, right wrist, and hip of the child. During each five-minute
phase, the child could interact with any of the toys or the robot in the play space, which is shown in Fig. 7. Each of
the three phases (i.e., control, M-BT, and S-BT) took place back-to-back, and the ordering of phases was balanced
across participants to ensure each possible experience sequence occurred at least once (using a Latin squares method).
Throughout each session, a researcher operated OverTrack, as described previously in Section 3.1. At the completion of
each phase, parents answered the one-question engagement survey, and at the end of the session, parents completed

the closing survey.

4.3 Measurements

In research studies with young children, results can be quite variable across a full participant group. Accordingly, we
evaluated the following measurements both across all participants and within each participant’s own data. We collected
two types of data measurements: behavioral and self-reported. Behavioral measurements included ActiGraph sensor
measurements (acceleration and angular velocity) and overhead video metrics. Parent survey self-reports were also
collected to understand perceptions of each child’s engagement with the robot.

Behavioral measurements: Tri-axial acceleration and angular velocity data was recorded by three GT9X Link ActiGraph
sensors (worn on the child’s right wrist, right ankle, and right side of the hip) at 100 Hz. The wrist sensor was placed on
the wrist facing upwards (similar to a watch face) while the ankle and hip sensors were placed on the lateral side of the
body facing outwards. Overhead video data of the full session was collected from a GoPro Hero Black 10 camera at 30
Hz. A side view was also recorded using a GoPro Hero Black 7 camera at 30 Hz. Positional data collected in real time by
OverTrack [20] and recorded to a spreadsheet for post hoc analysis.

Self-reported measurements: Parents were given two surveys. At the end of each phase, parents completed one
Likert-type question that asked them to rate their child’s engagement with GoBot on a scale of Strongly Disagree
(1) to Strongly Agree (7). Parents completed a closing survey that included Likert-type and free-response questions.
Likert-type questions used the same scale as the phase-wise survey question and covered the following three topics:
general perception of child engagement with GoBot, belief in robot usefulness for child well-being, and interest in
participating in future studies. Parents responded to the following three free-response questions: 1) How do you think
robots can be useful to improve the well-being of children?, 2) In general, how did your child interact with the robot

throughout the session?, and 3) In general, what is your perception of the robot used in this session?

4.4 Analysis

We evaluated measurements both in terms of trends in the data as well as with significance testing. Our data collection
sought to provide an initial understanding of the capabilities of behavior trees in this domain, so both the trending
and statistical testing results can be helpful for reasoning about next steps. We evaluated trends in the data by phase
and across participants both with descriptive statistics and by calculating how many participants had equal to or
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Fig. 7. Overhead and side view of play space showing the data collection setup with GoBot, toys, and the participant.

higher behavioral and survey values in the M-BT or S-BT phases when compared with the control phase. We also
tested each measurement for significant differences across phases in the jamovi 2.3.21 software [37, 41, 44] using
repeated-measures analysis of variance (RM-ANOVA) tests with a = 0.05 significance level. We used Tukey’s HSD test
for pairwise comparisons in the case of significant main effects. We report effect sizes using 52, where 2 = 0.010 is
considered a small effect, 172 = 0.040 is a medium effect, and r72 =0.090 is a large effect [17].

ActiGraph data: We first used the ActiLife v6.13.4 software to transfer recorded accelerometer and gyroscope data
from the ActiGraph sensors to a computer for processing. We used the algorithm described in [45] to determine events
that were likely to be ankle movements. Figure 8 shows an example of ankle movements counted by the algorithm over
10 seconds of one participant’s inertial data. We analyzed only the ankle sensor recordings since we were most interested
in walking movement. The algorithm works by first calculating the root mean square (RMS) acceleration and angular
velocity from each participant’s raw ankle sensor recordings. We used the rejection ranges provided by the related
work [45] to filter the acceleration and gyroscope signal before the algorithm computed participant-specific thresholds
for both acceleration and angular velocity. After incorporating a 0.5-second window moving average filter, the algorithm
identified the start of a significant ankle movement as an instance when both the acceleration and gyroscope thresholds
were exceeded and the end of a movement as when the gyroscope data dropped below the associated threshold. We
used the algorithm to calculate the count of ankle movements for each phase and participant.

Overhead tracking data: To calculate the total movement of each participant and the mean child-robot distance during
each phase, we used the positional data collected by OverTrack [20]. We computed the total amount of child movement
during each phase by summing the change in the bounding box centroids of the child between subsequent frames, after
excluding position changes smaller than 0.06 ft (0.02 m, likely to be noise), and larger than 0.5 ft (0.15 m, highly unlikely
based on maximum child ambulation speed [40]). The recorded centroids for the child and robot were used to compute
the per-phase mean child-robot Euclidean distance.

Survey responses: We assessed engagement using parent responses on the one-question engagement survey for each
phase. We report the mean overall parent perception of child engagement with the robot, in addition to the results of
the statistical tests.
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Fig. 8. Image of the ActiGraph GT9X sensor and example algorithm output for identifying ankle movements over 10 seconds of one
participant’s ActiGraph accelerometer and gyroscope sensor data (values are the root mean square (RMS) of each sensor data minus
the median). Red lines indicate participant-specific thresholds and gray boxes indicate ankle movement periods as determined by the
algorithm (i.e., periods when both the RMS accelerometer and RMS gyroscope readings exceeded the participant-specific thresholds).
For this segment of sensor data, the algorithm identified four ankle movements.
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5 DATA COLLECTION RESULTS

All participants successfully completed the data collection protocol. The results of our ActiGraph, overhead tracking

system, and survey data analysis appear below. As a reminder, we considered both trends in the data as well as the
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results of statistical testing to understand early benefits and limitations of using behavior trees in the child mobility
domain.

ActiGraph results: As evidenced by the results plot in Fig. 9, the number of ankle movements tended to be greater for
the experimental phases (active robot with the M-BT or S-BT) when compared to the control phase (inactive robot).
When tabulating how many participants displayed more ankle movements during each experimental phase when
compared to the control phase, we found that seven out of the 11 participants had equal or more ankle movements
during the M-BT phase and nine out of the 11 participants had equal or more ankle movements during the S-BT phase.
However, RM-ANOVA tests across phases showed no significant results (p = 0.226).

Overhead tracker results: Like for the ankle movements, the measurements from the overhead tracking data, including
ambulatory movement and child-robot spacing, tended to be greater for the experimental phases when compared to the
control phase (see Fig. 9). Seven out of the 11 participants moved farther during the M-BT phase when compared to the
control and seven out of the 11 participants moved farther during the S-BT phase when compared to the control. There
was no significant difference in ambulatory movement across phases (p = 0.669).

Child-robot spacing data showed positive trends in addition to significant results, as elucidated in Fig. 9. Within
participants, nine out of 11 children were closer to the robot during the M-BT phase when compared to the control
and 10 out of 11 children were closer to the robot during the S-BT phase when compared to the control. RM-ANOVA
tests showed significant differences (p<0.001, F(2, 20) = 16.5, n? = 0.466). Tukey’s HSD tests revealed that children
were significantly closer to GoBot in both experimental phases when compared to the control and that there was no
significant difference in the distance between the child and robot when comparing the M-BT and S-BT phases.

Survey results: Responses to the per-phase one-question engagement survey, as presented in Fig. 9, showed that
parents perceived their children to be most engaged with the robot while it was active. We evaluated individual parent
ratings of child engagement and found that seven out of the 11 parents rated their child to be more engaged during
the M-BT phase when compared to the control. Seven out of 11 parents rated their child to be more engaged during
the S-BT phase when compared to the control. Parents rated their children as significantly more engaged with GoBot
during the M-BT and S-BT phases when compared to the control (p = 0.003, F(2, 20) = 7.8, 5% = 0.211). At the end of
each session, parents rated their perception of overall engagement with the robot. The mean overall rating was 5.1

(SD=1.6) on the 7-point scale described previously.

6 DISCUSSION

Our research goal was to provide GoBot with autonomous capabilities and to test how effectively each behavior tree
could encourage child movement and engagement. We conducted an in-person data collection using the manually-
designed behavior tree (M-BT) or the synthesized behavior tree (S-BT) on GoBot, and we discuss the results, implications,

strengths and limitations, and future directions of our work below.

6.1 Design Implications

The results of our data collection provides evidence that the behavior tree synthesis method is a viable replacement
for manual behavior tree design in the child-robot interaction domain, despite the minimal input data available and
the lack of a relevant simulator. GoBot performed similarly with respect to child movement and engagement whether
it was using the manually-designed behavior tree (M-BT) or the synthesized behavior tree (S-BT). This suggests that
behavior tree synthesis could replace manual design, providing benefits like feasible (i.e., faster) validation and no

requirement of behavior tree expertise. A potential contributing factor behind the similar success of both behavior trees
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is their inclusion of actions that showed promise in prior child mobility work [19]. More specifically, both behavior
trees emphasize the follow and sounds action when a child is moving away from GoBot, and actions involving bubbles
when a children is approaching GoBot.

Even if a synthesized behavior tree is successful as defined above, it does not mean that the approach is able to
effectively encourage the desired child behaviors. However, the behavioral and survey results demonstrate that our
autonomous robot did tend to encourage more ankle movements and ambulatory movement and significantly increased
engagement compared to the control phase. Additionally, parents’ written feedback shows that their perceptions of
the children’s engagement with GoBot was high. One parent wrote “I think [my child] likes a lot this robot.” Another
parent mentioned that their child was “happy to see [the robot], slow to warm [to the robot], and then excited to see
bubbles, lights, and play blocks with [the robot].” Furthermore, a different parent noted that their child “loved playing
with bubbles, and was curious about the robot.” Overall, parent feedback showed that they found their children to be
engaged and enjoying interactions with the robot. This is a promising sign for our envisioned robot-mediated motor
interventions, since a robot that requires less human input (i.e., is more autonomous) and can engage children is more

likely to be adopted in clinical or home settings.

6.2 Strengths & Limitations

Our work presents an autonomous assistive robot guided by behavior trees, one manually-designed and one synthesized
automatically. Our results suggest that synthesizing a behavior tree using the method detailed in Section 3.2 will not
only lessen the expertise and time required from a user, but will also result in a competitively-performing behavior tree
in comparison to a manually-designed behavior tree. Preliminary results further show that the synthesized trees may be
easier to understand due to their compactness. Additionally, even with sufficient behavior tree and domain expertise and
time to design a behavior tree manually, it is very difficult to validate the performance of a manually-designed behavior
tree because it requires the creation and comparison of many other behavior trees. The behavior tree synthesis method
we employ in this work avoids this issue with performance validation because it inherently returns a behavior tree that
has verifiably equivalent performance to the optimal policy in the MDP that the input data represents. Neither manual
behavior tree design nor automatic synthesis can fill the sim-to-real gap (e.g., MDPs do not take partial observability
into account). However, the synthesis method we use alleviates the need for the user to understand BT logic or structure,
and produces a behavior tree that will perform increasingly well in the real world as the MDP PPDDL specification is
made to be a more accurate representation of reality. We tested GoBot’s autonomous performance during free play
with children and found that the robot engaged children and tended to encourage movement. Limited work has been
done with autonomous robots using a behavior tree in child-robot domains and, to the best our knowledge, this is the
first instance of a behavior-tree-guided robot for child mobility.

Main limitations of this work include the small sample size in our experiment and the relatively brief interaction that
each of the participants had with GoBot. We aim to conduct longitudinal studies with more participants in the future to
further test our behavior trees and validate the robot’s performance, with the potential for stronger empirical claims.
Additional control conditions (such as an active robot informed by a simple LIDAR-based policy) could also provide
new context on how the BT policies compare to other simpler policies for moving GoBot. The participants represented
in the current work were not gender- and age-balanced and do not include children with motor disabilities. Depending
on goals of future validations, we will need to adjust the recruited samples; for example, we will need to work with
children with motor disabilities to draw conclusions about the robot’s influence in actual motor interventions, rather

than for general free play with children. Prior to the experiment we performed in this work, we only had limited data
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to inform the synthesis of the S-BT in this work. In future work, we aim to incorporate the data collected from our
evaluation sessions discussed here, in order to more accurately represent the reality of the child mobility domain, and

subsequently allow the synthesis method to result in a behavior tree more specifically suited for the actual domain.

6.3 Conclusions

In this work, our main goal was to encourage children to be more physically active through engagement with a robot.
We manually designed a behavior tree and synthesized another for the same child mobility domain, in order to provide
behavior-tree-based autonomy to our assistive robot, GoBot. We then evaluated whether the behavior trees were an
effective form of autonomy for this goal and whether they performed comparably to one another. The behavioral results
showed that GoBot tended to be able to encourage child movement and that children were significantly more engaged
with both behavior trees, as compared to a control phase with an inactive robot. Parent perception of child engagement
with GoBot corroborated these results. Ultimately, our work have shown that behavior tree synthesis methods and the
union of planning, autonomy, and human-robot interaction have great potential to improve child mobility in assistive

robotic domains.
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